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ABSTRACT
We present the first system that can airdrop wireless sensors from
small drones and live insects. In addition to the challenges of achiev-
ing low-power consumption and long-range communication, air-
dropping wireless sensors is difficult because it requires the sensor
to survive the impact when dropped in mid-air. Our design takes
inspiration from nature: small insects like ants can fall from tall
buildings and survive because of their tiny mass and size. Inspired
by this, we design insect-scale wireless sensors that come fully
integrated with an onboard power supply and a lightweight me-
chanical actuator to detach from the aerial platform. Our system
introduces a first-of-its-kind 37 mg mechanical release mechanism
to drop the sensor during flight, using only 450 𝜇J of energy as well
as a wireless communication link that can transmit sensor data at
33 kbps up to 1 km. Once deployed, our 98 mg wireless sensor can
run for 1.3-2.5 years when transmitting 10-50 packets per hour on a
68 mg battery. We demonstrate attachment to a small 28 mm wide
drone and a moth (Manduca sexta) and show that our insect-scale
sensors flutter as they fall, suffering no damage on impact onto a
tile floor from heights of 22 m.
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1 INTRODUCTION
Sensor networks have the potential to transform multiple domains
including industrial sensing [21], smart farming [8] and forest man-
agement [42]. More topically, climate scientists are deploying sen-
sors for environmental monitoring across diverse terrain ranging
from glacier crevasses [50], to volcanoes [61] and wild forests [59].
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(a) (b)
Figure 1: Insect-scale sensor released from a 28 mmwide commer-
cial drone. https://youtu.be/mzwBvYae740

The overhead of manual sensor deployment however remains
a major barrier for wide-spread adoption of sensor networks [38].
Manual sensor deployment is an expensive, labor intensive process
that does not scale well with the number of sensors or for deploy-
ments over large geographical areas. Further, deploying sensors in
difficult terrain like forests and glaciers as well as hard-to-reach
spaces inside pipes or near electrical appliances in factories raises
safety concerns. This adds the requirement of significant physical
training and expertise for those deploying the sensors.

This paper explores the possibility of using aerial platforms to
deploy and airdrop wireless sensors from air. In addition to the
typical challenges of range and power faced in designing wireless
sensors, aerial deployment requires a mechanism to drop the sensor
and perhaps most importantly a strategy for preventing structural
damage upon impact with the ground. To achieve this, we take
inspiration from nature: small insects like ants can fall from trees
and even tall buildings but survive the impact [1]. These insects
have such a small mass relative to their surface area causing them
to fall slowly and reach a low terminal velocity due to air resistance.
Given their low terminal velocity and mass, they have little energy
to dissipate when they hit the surface.

Inspired by this, we design insect-scale wireless sensors that
come fully integrated with an onboard power supply and an low-
weight mechanical actuator to detach from the aerial platform.
These insect-scale sensors can be released from aerial platforms at
large heights above the ground since they achieve a low terminal
velocity due to their low mass. This minimalist design approach of
making the sensor small and light-weight eliminates the need for
complex parachute or glider-style structures [5] to survive impact.
Moreover, given their small footprint, a large number of sensors
can be attached to a drone. Thus, on a single charge, one drone
can release many sensors across the target area, enabling rapid
deployment of wireless sensors across large areas.

Insect-scale detachable sensors also open up applications for
state-of-the-art aerial platforms that are payload limited.
• Small drones. Unlike their larger counterparts, small drones like
the SKEYE Nano 2 Camera Drone and the FY804 miniature quadrap-
ture weigh only 16 grams and are as small as 2.2 × 2.2 × 2 cm [4].
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Figure 2: Insect-scale sensor with our small size, weight and power
(SWaP) constrained release mechanism and communication.

These small drones are compelling as an aerial platform to release
sensors since they can go into smaller spaces like pipes, crevices as
well as traverse under forest and plant canopies.
• Live insects. Insects like moths can nearly invert themselves
to maneuver obstacles and traverse through narrow spaces bet-
ter than any existing man-made drones. Further, they can sustain
much longer flights than the 5–30 minutes achieved by man-made
drones [58]. Finally, prior work has demonstrated the ability to
control flight of insects like moths, beetles, dragonflies and lo-
custs [13, 39, 51]. This combined with their maneuverability, makes
them a compelling platform to deploy sensors in hard-to-maneuver
spaces that is difficult with man-made drones.

Achieving this is however challenging due to the extreme size,
weight and power (SWaP) requirements. Specifically, there are two
key challenges in designing such a system:
• SWaP-constrained release mechanism. We need a release mecha-
nism on the sensor that can detach from the aerial platform. Since
the release mechanism has to operate on small drones as well as
work with insect-scale sensors, it needs a small weight and millime-
ter form factor. For operation with live insects, it also needs low
power consumption so as not to drain the battery. While some large
industrial drones (e.g., Amazon drones) support mechanical release
and capture operations [2], they have orders of magnitude larger
size, weight and power footprint than our target requirements.
• SWaP-constrained wireless communication. Aerial drones can op-
erate at distances of hundreds of meters and thus after detaching
from the drones, the wireless sensors should be able to communi-
cate information back to a base station at comparable distances.
The size constraints however make this challenging since the small,
light-weight antennas required for this design degrade the signal
quality. Further, while LoRa chipsets can achieve long ranges, they
come in size and weight form factors that are much larger than our
target footprint. Backscatter-based systems like Living IoT [24] can
achieve low power but are limited to an uplink range of 1-2 meters.

We present the first system that can release wireless sensors
from small drones and live insects. To achieve this goal, we make
two key technical contributions. First, we introduce the first SWaP-
constrained release mechanism that can operate on small drones
and live insects (see §4.1). This is challenging because existing
designs are targeted for industrial-sized drones that use grippers or
strong electromagnets which are both heavy and power consuming.
Further, this requires the holding force of the mechanism to be
significantly greater than the payload in order to provide resilience
to vibrations encountered during flight. We instead take a different

Figure 3: Self-deploying insect-scale sensor attached to the lower
thorax of a Manduca sexta moth (see §6).

approach in which our payload hangs on a pin that we pull out
to drop the payload. We use a small 3.5 mg permanent magnet
as the pin and design a small solenoid consisting of a coil of thin
wire surrounding the magnet. We apply current to the coil that
generates a magnetic field to pull out the magnet and release the
sensor. Our design weighs 37 mg and consumes 450 uJ of energy
to release the sensor; this is multiple orders of magnitude lower
weight and energy than existing designs.

Second, we present the first SWaP-constrained wireless link that
supports ranges of up to 0.8–1 km at data rates of 33–66 kbps. This is
challenging since none of the existing long range solutions support
our size and weight requirements. We observe that the prevalence
of Bluetooth chips in wearable devices like Apple airpods has led
to commercial light weight packages that weigh as little as 6.8 mg
and are 3×3 mm in size. However Bluetooth 4.0 operates at 1 Mbps
and has a 1-byte preamble that together limit its range.1 To achieve
long ranges, we first create a 14-byte virtual preamble to detect
the packets with better receiver sensitivity. We accomplish this by
re-purposing a number of fields in a Bluetooth header and use them
for preamble detection. Second, we reverse-engineer the Bluetooth
protocol and its whitening process to increase the symbol duration.
We achieve this by setting the appropriate application-level bits,
without any firmware or hardware changes. This allows us to pro-
gram the symbol rate achieved by Bluetooth and create a virtual
payload with a bit rate as low as 33 kbps (see §4.2).

Fig. 2 shows our wireless temperature and humidity sensor that
includes a microcontroller and a custom release mechanism fabri-
cated using laser micro-machining. We airdrop our 98 mg wireless
sensor and release mechanism powered by a 68 mg battery from
both small drones and insects like Manduca sexta moths.

Results. We highlight the key results in our evaluation.
• Release mechanism. Discharging a 100 uF capacitor through the
actuator moves the pin mechanism around 500 um in 6ms, releasing
the sensor. Further, it is resilient to vibrations greater than 0.8 N,
making it reliable on aerial platforms.
• Fall dynamics. The sensor is designed such that the battery, and
therefore center of mass is in a corner. Thus, the sensor autorotating
(fluttering) about this axis as it falls. This provides additional drag
as the light-weight circuit board acts as a rotating wing and further
slows its descent likely due to leading edge vortices [36]. It reaches a
terminal velocity of 5 m/s within the first 4 m of its descent and does
not accelerate further. Our results show that the impact of dropping
from 22 m above a tile floor does not damage the hardware.

1The smallest Bluetooth 5.0 chips that support low rates do not satisfy our size and
weight constraints (see §4.2). Further, the lowest rate in Bluetooth 5.0 is only 125 kbps.
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• Communication.We achieve a -112 dBm receiver sensitivity at
33 kbps; in comparison the SX1276 LoRa chipset achieves a sensi-
tivity of -111 dBm at 37.5 kbps. This translates to a range of 1 km to
a USRP receiver with a 6 dBi antenna in an open outdoor environ-
ment. Our low sleep power duty-cycling hardware (see §4.4) can
achieve a battery lifetime of 1.3-2.5 years while transmitting 10–50
packets per hour.

Contributions. While prior work has deployed large sensors
and objects from army helicopters and industrial drones [2, 5, 49],
we are not aware of prior efforts that deploy wireless sensors from
small drones and insects. We take inspiration from insects such
as ants and design insect-scale wireless sensors that achieve a low
terminal velocity and can survive the impact force. We design the
first SWaP-constrained release mechanism for small drones as well
as a SWaP-constrained wireless link that can support ranges of up to
a kilometer. We also show proof-of-concept feasibility of localizing
the sensor from these long-range transmissions. Finally, we attach
the wireless sensors to small drones and moths to demonstrate that
the release can be wirelessly triggered from a base station.

https://github.com/uw-x/airdrop-sensors

2 MOTIVATING APPLICATIONS
We outline the motivations scenarios in detail in §6. At a high
level, small drones can be used to deploy sensors in hard to reach
spaces like pipes and small openings. These and other larger drones
can carry multiple insect-scale sensors, enabling multiple sensors
to be deployed on a single charge. Since consumer drones can
have ranges of up to a kilometer, they can be used for large area
deployment. The motivating scenario we envision is that the drone
flies to the desired locations and a wireless command is transmitted
from the operator to release a wireless sensor at each location. More
ambitiously, insects such as moths and beetles have been shown
to carry close to a gram of payload [23, 60]; thus they can each
carry and deploy multiple of our insect-scale sensors. We describe
detailed scenarios for deployment using insects in §6.

3 OUR INSECT-INSPIRED APPROACH
Our goal is to design sensors that can be released from mid-air.
To do this, we imitate small animals such as insects that are not
harmed even when falling from extreme heights.

To understand why this is, we begin by investigating how much
force an object (e.g., a sensor) will experience when dropped. The
total kinetic energy at the time of impact is 1

2𝑚𝑣2. This energy
is transferred in the impact as the dissipation energy. Here, 𝑣 de-
notes the velocity of the object and 𝑚 is its mass. As an object
falls it experiences a downward force due to gravity as well as a
counteracting force due to the drag caused by air resistance. We
denote 𝑔 as the acceleration due to gravity, 𝐶𝑑 as the drag coef-
ficient, 𝜌 as the density of the fluid (air) and 𝐴 as the projected
area of the object. The net force on the object (e.g., sensor) can
be written as, 𝐹𝑛𝑒𝑡 = 𝐹𝑔𝑟𝑎𝑣𝑖𝑡𝑦 − 𝐹𝑑𝑟𝑎𝑔 . This can be rewritten as,
𝑚𝑎𝑛𝑒𝑡 =𝑚𝑑𝑣

𝑑𝑡
=𝑚𝑔 − 1

2𝜌𝑣
2𝐴𝐶𝑑 .

The above equation shows that as an object falls, its velocity
increases, but this also causes an increasing drag force in the op-
posite direction. As a result, the object reaches a terminal velocity

when it experiences zero net force and therefore does not accelerate
further as it continues to fall. We integrate the above equation and

solve for the velocity, 𝑣 (𝑡) =
√

2𝑚𝑔

𝜌𝐴𝐶𝑑
tanh

(
𝑡

√
𝑔𝜌𝐴𝐶𝑑

2𝑚

)
. Taking the

limit as 𝑡 approaches infinity, yields the following equation for the
terminal velocity: 𝑉𝑡 = lim𝑡→∞ 𝑣 (𝑡) =

√
2𝑚𝑔

𝜌𝐴𝐶𝑑
. Note that since the

kinetic energy is 1
2𝑚𝑣2, the impact energy when the object reaches

its terminal velocity is given by, 𝐹𝑖𝑚𝑝𝑎𝑐𝑡 ≈ 1
2𝑚𝑉𝑡

2 =
𝑚2𝑔
𝜌𝐴𝐶𝑑

[14].
The above equations show that the terminal velocity is directly

proportional to the square root of the object’s mass and inversely
proportional to the square root of its area. While prior designs
including aircraft take the approach of significantly increasing
the surface area to provide gliding and lift, we take the alternate
approach of reducing the sensor’s mass. Since the force of impact
is proportional to the square of the object’s mass and inversely
proportional to its area, reducing its mass can decrease the impact
force much faster than increasing its surface area. Thus, despite
having a smaller surface area, insects like ants have a small impact
force and can survive falls due to their incredibly small mass.

Suppose we have a 200 mg wireless sensor modeled as a flat plate
(𝐶𝑑 ≈ 2) with an area of 8 mm × 10 mm falling in room temperature
air with 𝜌 = 1.225. Assuming that it is being dropped from a height
of 400 ft (which is the FAA limit for drones), this translates to a
terminal velocity of 4.5 m/s and an impact energy of less than 2 mJ.
In contrast, an 80 kg adult human with a projected area of 0.7 m2,
has a 47.3 m/s terminal velocity and 3786 J impact energy.

4 SYSTEM DESIGN
Our system has four components: 1) a release mechanism that
drops the sensor from the air and can be carried by small insects
and drones, 2) a long range communication link that can send sensor
data back to the access point, 3) the ability to localize the sensor
if it is dropped from an uncontrolled flying insect and 4) sensor
hardware that integrates all these components and achieves over
an year of operations and enables a long battery life.

4.1 SWaP-Constrained Release Mechanism
4.1.1 Requirements. Aerial sensor deployment requires a mech-
anism to drop the sensor payload. This mechanism must satisfy
three key requirements. First, in order to fly on the back of insects
as small as moths or small drones, the deployment mechanism itself
must be light-weight. The mechanism should be designed to be a
fraction of the total weight and dimensions of the payload. Second,
since the actuation mechanism can be deployed from insects as
platforms, they must be self-contained with the sensor and must
be able to run on the small, low-drain battery which fits within
our weight budget. Third, the mechanism must be able to release
the sensor at a controlled time. Doing so requires that it be able to
support the weight of the sensor payload, and also be robust to the
vibrations of the insect or drone during flight.

4.1.2 Design space. Existing off-the-shelf solutions do not satisfy
our requirements. So we explore the design space.
• Motors and servos. These are the most common actuation mecha-
nisms. However, it is well known that such actuators are generally
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(a)
(b) (c) (d)

Figure 4: Mechanism with (b) attached sensor, (c) moving magnet and (d) falling sensor. https://youtu.be/dEcDV_k5qT4

heavy and inefficient when scaled to millimeter sizes [27]. For ex-
ample, even the smallest commercial motors weigh 360 mg and
consume over 200 mW of power [41].
• Electrostatic actuators. Electrostatic adhesion occurs between
surfaces with opposite charge. While this was used to hold a 100
mg robot in [17], it did not include on-board electronics and used
an external 1000 V power supply. The challenge is that state of the
art lightweight boost converters [26, 27] can only achieve 300 V
and capacitors that tolerate 1000 V are large and heavy.
• Piezoelectric actuators. These are commonly made of piezo ele-
ments layered on one or both sides of another material. Applying an
electric field across the piezo element produces a change in strain
which causes the whole structure to deflect. Piezos are attractive
due to their low power combined with their relatively high out-
put force and small sizes. However, piezos require drive signals of
hundreds of volts, requiring a boost converter. Light-weight boost
converters weigh 73.7 mg and require more than 50 mW [27]. This
would make the mechanism and added electronics prohibitive.
• Electromagnets and electropermanent magnets.While an electro-
magnet could hold the sensor, it would require applying current
constantly to maintain a magnetic field which is incompatible with
our low-power system. An alternative design is an electroperma-
nent magnet (EPM), a permanent magnet in which the external
magnetic field can be switched on and off using a pulsed electri-
cal signal instead of a constant current [33]. The challenge is that
switching the magnetic state of an EPM requires a high current
pulse and can result in a high total energy for release [33]. High
currents incur greater heating losses in the thin wires. In our ex-
periments when building small coils we observe that this can cause
melting of adhesives like cyanoacrylate glue.

4.1.3 Our design. In addition to the SWaP requirements, our re-
lease mechanism satisfies three additional constraints.
• Resilience to vibrations. Drones and insects typically use rotating
propellers or flapping wings that require periodic motion to gener-
ate lift. This causes the body of the flying platform to experience
vibrations during flight. As a result, our release mechanism should
be designed to be robust to vibrations and avoid accidental release.
• Support sensor weight. The release mechanism must support the
weight of the sensor. While the battery and electronics only weigh
around 100 mg, the actuator must support that weight during flight
with vibrations as well as apply sufficient force to release it.
• Zero static power. To maximize battery life of the sensor system
after deployment, we require zero static power to hold the sensor
in place during flight. Doing so will significantly reduce the energy
requirements of the system over a design that actively holds the

payload in place during flight. Moreover, if the mechanism does
not require static power to operate, the battery life is independent
of the drone or insect flight time prior to deployment.

Our key observation is that the approaches above such as elec-
tropermanent magnets or electrostatic actuators are designed with
the payload hanging from the magnet. This requires the holding
force of the mechanism to be significantly greater than the payload
in order to provide resilience to vibrations. We instead take a dif-
ferent approach in which our weight hangs on a pin that we pull
out to drop the payload as shown in Fig 4. The pin fits through a
hole in a piece of material attached to the payload and the release
mechanism holds it together while it is in the position on the right.
As it slides out of the holes to the left there is no longer any material
holding the payload and the sensor falls.

This design has a number of advantages. First, the weight that
the pin can support depends on its material properties and by using
a metal cylinder, this structure can hold large amounts of weight.
Second, the force required to pull out the pin is in a direction
orthogonal to the force of gravity on the payload. In contrast to
applying a force equivalent to 𝛼𝑚𝑔 to hold up the payload where
𝑚 is the mass of the sensor payload, 𝑔 is the acceleration of gravity,
and 𝛼 > 1 is some safety factor chosen for resilience to vibration,
applying a force on the orthogonal axis is significantly lower.

Designing this mechanism requires four key components. First,
it requires an actuator to pull out the pin. Second, a restoring force
that will keep the pin from falling out during flight. Third, a frame
or structure to hold the above components together and allow the
pin to slide. Finally it requires an electronic trigger circuit to release.
• Pin and Electromagnetic actuator. We use a magnet as a pin
that can slide through the holes in the frame material. To build an
actuator to move the pin, we design a small solenoid that consists
of coil of wire surrounding the permanent magnet. Applying cur-
rent to the coil generates a magnetic field, which in turn applies
a force to move the magnet. By generating sufficient current, we
can move the magnet to the left towards the coil and as a result
detach. At a high level, the force of a solenoid depends on the
strength of the permanent magnet used. Specifically, the Lorentz
force acting on the magnet can be written as [10, 11]: 𝐹𝐿𝑜𝑟𝑒𝑛𝑡𝑧 (𝑡) =
𝐵𝑟𝑎𝑑𝑖𝑎𝑙 (𝑥 (𝑡)) · 𝐼𝑐𝑜𝑖𝑙 (𝑡) · 𝑙𝑐𝑜𝑖𝑙 ·𝑛𝑡𝑢𝑟𝑛𝑠 . Here, 𝐵𝑟𝑎𝑑𝑖𝑎𝑙 (𝑥 (𝑡)) is the mag-
netic field seen by the coil which varies with the position of the
magnet 𝑥 (𝑡). Because the magnetic field strength has an inverse
square law decay with distance, we minimize the difference be-
tween the magnet width and the inner coil diameter down to our
fabrication capabilities (125 um). 𝐼𝑐𝑜𝑖𝑙 is the current through the coil
which varies with the magnet’s position and the current applied
by the capacitor. We choose low series resistance capacitors that
can supply a high peak current to produce maximum force. The
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remaining terms describe the length of wire in the circumference
𝑙𝑐𝑜𝑖𝑙 = 2𝜋𝑟𝑐𝑜𝑖𝑙 and 𝑛𝑡𝑢𝑟𝑛𝑠 = 60 is the total number of turns of of
wire in the coil. We choose the radius of the coil, 𝑟𝑐𝑜𝑖𝑙 , to minimize
the air gap as explained above and choose to design a coil with
multiple concentric windings to increase the number of turns while
minimizing the width and therefore size of the actuator. The small
diameter minimizes the air gap. While thinner wires could be used,
they significantly increase the complexity of fabrication.
• Holding force mechanism. Solenoids use springs to provide
some restoring force to hold the magnet in a fixed position and be
resilient to vibrations. Since designing springs in our form factor is
challenging, we take a different approach that leverages magnetic
force. Since our actuator uses a permanent magnet, we place a metal
plate on the right side of the actuator and leverage the magnetic
attraction to hold it in place as shown in Fig. 4. Further, we add a thin
carbon fiber stop between the metal and the magnet. This approach
has two advantages over a spring. First, moving the carbon fiber
stop to increase the distance between the metal plate and magnet
allows for fine tuning of the attractive force. In contrast, a spring
would have to be redesigned for each target force. The metal plate is
also flat and occupies a smaller space than cantilever beam springs.
Second, the force exerted by a typical spring changes linearly with
distance whereas magnetic forces vary with an inverse square law
relationship. This is ideal as it provides a strong attractive force
when holding the payload, but when the solenoid is powered and
begins to move the magnet away, the force decreases rapidly with
distance. We use an 2×2 mm piece of 125 um thick stainless steel
plate as the metal and place it 620 um from the magnet.
• Frame structure.We construct a lightweight frame out of 90 um
thick sheets of carbon fiber and 300 um thick carbon fiber rods. The
grey structure in Fig. 4 consists of two parallel carbon fiber rods
on which another rectangular piece of carbon fiber with a magnet
glued in the center can slide back and forth freely. Two parallel
pieces of carbon fiber with a hole that accommodates the magnet
are mounted on the right side, which form a slot. A separate piece
of carbon fiber with a hole attached to the payload can be placed in
this slot, allowing the magnet to act as a pin holding it in place. A
second small 0.3 mm diameter magnet on the left begins to attract
the pin as it slides out. This creates a bi-stable structure that keeps
the pin retracted and make this operation robust.
• Electronic trigger circuit. The solenoid requires a pulse of cur-
rent to move the magnet and its force scales with current. The
lightweight, low drain battery (Seiko MS412FE) in our system can
supply less than 30 mA due to its internal resistance of 100 Ω. To
supply a higher current pulse, we charge a capacitor which can
quickly dissipate power into the solenoid and trigger the motion.
Our circuit consists of a low resistance capacitor connected directly
to the microcontroller through a current limiting resistor for charg-
ing as shown in Fig. 4. A transistor then connects the capacitor to
the solenoid. When the microcontroller turns on the transistor, the
capacitor provides the desired impulse.

4.2 SWaP-Constrained Communication
4.2.1 Requirements. Our sensors require a wireless link to transmit
data and receive ACKs. The form factor of the electronics should
be small and lightweight, around tens of milligrams with all of

the components. Also, minimizing form factor and weight requires
using small, limited capacity batteries, thus requiring low power
consumption. Further, aerial sensor deployment allows for rapid
coverage of large areas, requiring communication links that must
operate over large ranges in open spaces. Finally, since our sensors
will not send large amounts of data, we should optimize for longer
ranges and low power while targeting rates of tens of kbps.

4.2.2 Design space. Prior work uses backscatter [19, 24, 25, 29, 37,
46] however given the antenna losses and the nature of backscatter,
its range is limited with our small form factor devices. Here we
explore radio-based solutions instead.
• CustomASIC radios.Creating a custom system on a chip can allow
for maximum optimization of form factor and power [12]. However,
the development process for ASICs tend to be expensive and time-
consuming, taking anywhere from 6 to 18 months. In contrast,
many commercial off-the-shelf (COTS) radio chips now include
microcontrollers and offer many of the advantages of an ASIC, but
with significantly greater programming flexibility. Moreover, their
existing economies of scale allow for immediate scalability. Thus,
we opt to use COTS components to design our system.
• LPWAN radios. Low power wide area network (LPWAN) pro-
tocols like LoRa are designed for long ranges with data rates of
8-37.5 kbps [20, 53]. A LoRa chip from Semtech however weighs
over 40 mg without external components, making it too heavy for
our application. It also requires 40 mW to transmit, which is more
than double that of Bluetooth. While there does exist a smaller
LoRa chip, it also consumes 60-200 mW [40]. Zigbee chips like the
CC2530 have similar issues [22].
• BLE radios. BLE chips consume 20 mW or less and are embedded
in wearable devices. This has led manufacturers to fabricate smaller
and light-weight packages that support Bluetooth — the wafer
level, chip scale package of the Nordic NRF52832 Bluetooth-enabled
microcontroller is 6.8 mg and 3×3 mm in size. The limitation is
that Bluetooth 4.0 has a limited sensitivity at 1 Mbps, significantly
limiting its range. While Bluetooth 5.0 supports longer range modes
with a data rate of 125 kbps, they are limited for two main reasons:
1) the smallest package Bluetooth 5.0 chips that support low data
rates do not satisfy our size and weight constraints, and 2) they
only support the lowest data rate of 125 kbps. Finally, we note
that while academic BLE 4.0 chips are being designed [32, 35], they
are not widely available and do not provide the reliability and
programmability of commercial SOCs.

We take a different approach: we use the above small, low-power
hardware of Bluetooth 4.0 chips and reverse engineer the protocol
to piggyback a lower rate modulation scheme on its transmissions
that can achieve our target range. Doing so allows us to make the
same trade-off as LPWAN protocols that reduce their data rate to
achieve a longer range. The “uplink” of our system consists of a
small BLE chip, antenna and associated software used to transmit
sensor data to a custom base station. The “downlink” consists of the
basestation with an amplifier to send ACKs to the sensor device.

4.2.3 SWaP-constrained uplink. We reverse engineer the Bluetooth
beacon packet structure. BLE beacons are broadcast packets trans-
mitted on three primary advertising channels: 37 (2402 MHz), 38
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Figure 5: SWaP-constrained uplink packet structure.

(2426 MHz), and 39 (2480 MHz). These broadcasting messages do
not require the complexity and energy overhead of exchanging
packets needed to pair and connect with a receiver. However, in
order to decode these packets at higher receiver sensitivity, we need
both a preamble and a payload that can support such long ranges.
Virtual preamble. The first step required to extend the range of
BLE transmissions is to detect the packets at low SNRs. As shown
in Fig. 5, BLE 4.0 uses a 1-byte preamble. To understand how this
impacts range, we connect the output of an NRF52832 BLE chip
to a series of attenuators in a shielded metal box and correlate for
the preamble on a USRP E310 SDR. The resulting packet error rate
(PER) indicates that the 1 byte preamble used for standard BLE
4.0 can only perform well down to around -92 to -94 dBm. This is
consistent with the sensitivity of typical BLE chips.

To achieve a higher receiver sensitivity, we leverage the BLE
beacon packet structure to create a virtual preamble that is longer
than the 1 byte used in the Bluetooth 4.0 standard. As shown in
Fig. 5, a beacon packet starts with a 1 byte preamble consisting
of a sequence of alternating zeros and ones. This is followed by
the Access Address field which indicates the packet type and is
also fixed for advertising packets. The next eight bytes consist of a
field indicating the length of the packet, followed by the advertiser
address. This means that the first 13 bytes of the packet are constant
for a device. We can use all these bytes as a virtual preamble to
create the ability to detect packets at much lower SNRs. Further,
we can add an additional byte to the preamble by setting the first
byte in the Bluetooth payload (payload length) to a constant value.
Our results in §5.2 show that a 14-byte virtual preamble allows
decoding packets at -112 dBm.
Virtual payload. The physical layer of Bluetooth 4.0 uses binary
Gaussian Frequency Shift Keying (GFSK) to send data at a rate of
1 Mbps. At a high level, if we set the application-layer payload to a
sequence of N ones to represent the ‘1’ bit and a sequence of N zeros
to represent the ‘0’ bit, we can reduce the bit rate to 1

𝑁
Mbps. The

challenge however is that Bluetooth uses data whitening. Specifi-
cally, it uses a 7-bit linear feedback shift register (LFSR) circuit with
the polynomial 𝑥7 +𝑥4 + 1. Given an initial seed, the circuit outputs
a sequence of bits that are used to whiten the application data by
XORing the data bits with the bits output by the circuit.

We reverse this whitening process to create the desired sequence
of ones and zeros at the target bit rate in our virtual payload. To
do this, we note that the seed for the LFSR is simply the channel
number, which makes it possible to reverse the sequence given
the channel on which beacon is being transmitted. Thus, we can
deterministically compute the whitening sequence used by the
chipset. By XORing our sequence of 𝑁 repeating 1s and 0s with the

whitening sequence, we expand the symbol length for each GFSK
symbol, thus reducing bit rate while increasing range.

With 30 bytes in the BLE beacon payload, this translates to 3,
2 and 1 bytes at around 100, 66 and 33 kbps respectively. While
this is a small payload, this is sufficient for applications where each
sensor reading (e.g., temperature, humidity) can fit into one byte
of data. Longer data could also be spread across multiple packets.
Given our small payload, we use a lightweight parity virtual bit.

We note the following additional techniques in our design.
• Operating across BLE channels. BLE chips re-transmit the adver-
tising packets using the same data on three channels. Since we only
reverse the whitening sequence for one frequency, we set a channel
mask in our firmware to send the de-whitened data on only the set
frequency. To send data on another frequency, we set up an inter-
nal software timer which, after firing, updates the channel mask
and recalculates the updated whitening sequence for the desired
channel. While recalculating the whitening sequence, we are also
free to change the data in the packet, allowing us to assign different
types of data for each particular frequency. For example, we can
send temperature data on channel 37, humidity data on channel 38,
and accelerometer data on channel 39.
• Identifying multiple sensors. We need an ID embedded in each
of the packets to identify the wireless sensor that is transmitting.
To avoid the overhead of explicitly sending IDs, we leverage the
Bluetooth protocol which embeds a 48-bit advertiser address that
corresponds to the MAC hardware address. On our device and other
common Bluetooth chips this is set by default to a random value
and can also be defined in software. We first register the MAC
addresses on all our wireless sensors. For each received packet, the
basestation correlates at the signal-level with each of the registered
MAC addresses and uses the ID that maximizes correlation.
• Repetition versus other codes. Since our de-whitening approach
enables us to transmit any bit pattern, in principle, we can use
more complex codes (e.g., convolutional codes). The decision to use
repetition coding is two fold: 1) it reduces computational overhead
on our microcontroller and 2) it results in long sinusoidal segments
of the packet that can be used for our localization algorithm in §4.3.
• Using Bluetooth 5.0. While Bluetooth 5.0 supports 125 kbps, it
is difficult to perform de-whitening on these packets. The long
range mode uses advertisement extensions, that first broadcasts an
auxiliary pointer on a primary advertising frequency. This pointer
contains a randomly selected secondary data channel and time off-
set at which the actual data of the payload will be transmitted [56].
This auxiliary pointer is abstracted away from developers and is
not available in software, making it hard to reverse the whitening
sequence. In order to compensate for poor antenna performance
on small, lightweight devices we focus this work on using the more
flexible Bluetooth 4 standard to achieve further data rate reduc-
tion beyond what is available in Bluetooth 5. With future chips or
firmware that expose these pointers or the sequence, this technique
could be used with Bluetooth 5 as well.

4.2.4 SWaP-constrained downlink. The basestation may trigger the
release remotely, send updates to schedule transmissions, or change
configuration settings. We leverage the asymmetry in transmit
power between the insect-scale sensor and the basestation. On the
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Figure 6: Vibration testing. https://youtu.be/6eFevIMv-YM

insect-scale devices, due to power constraints, we cannot transmit
greater than 4 dBm. In contrast, the basestation can repeatedly
transmit advertising packets at 1Mbps using a high-power amplifier.
To stay within FCC limitations we use a transmit power of 30 dBm,
effectively increasing our link budget to levels similar to our long
range uplink. This allows the insect-scale sensor to decode the
1 Mbps transmissions at a long range using its BLE chipset.

4.2.5 Low-power ACKs and MAC protocol. Running the receiver
takes almost as much power as running the transmitter. Thus, we
minimize the amount of time the receiver on the wireless sensor is
ON. In our scheme, after a sensor wakes up and transmits its data,
it transitions to receive mode for a fixed short period of time to
receive the ACK. The basestation is ON all the time and transmits
the ACK immediately after successfully receiving the uplink packet.
At this time, the low power device goes back to sleep.

Since Bluetooth does not perform carrier sense, we use a simple
Aloha MAC protocol which is effective for heavily duty-cycled net-
works. For a network with 1000 insect-scale sensors, the channel
occupancy is less than 0.21% even with each of the sensor transmit-
ting 20 packets per hour, with each packet occupying only 376 𝜇s.

4.2.6 Interference from Wi-Fi and other BLE transmissions. Many
of our application scenarios are outdoors (e.g., farms) without
power infrastructure and backhaul links required to support Wi-Fi.
However, to prevent collisions with Wi-Fi packets we can use the
CTS_to_Self packet. Because the sensor is programmed to transmit
at a known interval, after receiving one transmission the basesta-
tion can schedule a CTS_to_Self packet to be transmitted by the
basestation before the expected Bluetooth packet. The CTS_to_Self
can reserve the channel for up to 32 ms and prevent other Wi-Fi
devices from transmitting concurrently [16, 28]. To filter out other
BLE advertisements at the basestation, we leverage the fact that
we are always maximizing the length of the payload in our virtual
packets. Because the received packets must be the maximum possi-
ble length, we can filter away any shorter or longer packets on the
same frequency channel. Further, since existing BLE transmissions
do not use de-whitening, they cannot be properly decoded.

4.3 SWaP-Constrained Localization
While drones may know the location where they release the insect-
scale sensor, applications involving small insects can release the
sensor at unknown locations (see §2). We build on prior techniques
that localize wireless devices [15, 34, 44, 62]. Recent work local-
izes Bluetooth devices using time-of-arrival (TOA) techniques [9].
This however combines the phase information across all the 40
Bluetooth channels to compute the time of arrival information. In

our scenario, we only have information on three narrowband ad-
vertising channels resulting in phase ambiguity. We instead use
Angle-of-Arrival (AoA) with a multi-antenna basestation. By us-
ing the angles from multiple basestations, we can triangulate to
obtain the sensor’s location. Our application scenarios with insects
are in outdoor environments like farms which have reasonable
line-of-sight conditions, allowing us to identify a direct path to the
deployed sensor from the basestation.

4.3.1 Finding AoA. To address multipath and identify the incident
angle corresponding to the direct path, AoA techniques use algo-
rithms such as MUSIC [52]. Since we do not know the number of
incident angles a-priori, MUSIC algorithm is sometimes unstable
because of a wrong estimate of the number of incident angles. We
find that Capon algorithm[18] is most stable while achieving accept-
able accuracy in our scenarios. This algorithm tries to beamform
into each possible angle using Minimum Variance Distortionless
Response (MVDR) beamformer, which minimizes the signal from
other angles while keeping the signal from the target frequency
intact. The peaks of the total energy among the results of each
angle are then identified as the angles of arrival. Additionally, we
use spatial smoothing before the processing since the signals from
each direction are coherent [54].

BLE uses Gaussian Frequency Shift Keying (GFSK) where bit 0
and 1 are modulated to two different frequencies, 𝑓0 and 𝑓1. How-
ever, Bluetooth also uses Gaussian filtering to smooth the frequency
transition in the transmitted signal, which results in unstable chan-
nel information at each frequency and thus inaccurate phase mea-
surements. Since our SWaP-constrained uplink described in §4.2.3
uses repetition coding to create a long sequence of bit 0 and 1, the
frequency settles at 𝑓0 and 𝑓1 long enough for computing phase.

4.3.2 Combining three BLE channels. The three advertisement
Bluetooth channels occupy three spread out frequencies in the
ISM band, providing frequency diversity. We can combine the in-
formation from all three channels to improve accuracy. Specifically,
the received signal at antenna 𝑘 can be written as a combination of
𝑁 multiple paths as, 𝑆 (𝑘) = ∑𝑁

𝑖=0 𝑆 (𝑡)𝐴𝑖 exp( 𝑗2𝜋 𝑓 𝑘 𝑑
𝑐 cos𝛼𝑖 ) + 𝑁𝑘 .

Here, 𝐴𝑖 is the attenuation factor of path 𝑖 , 𝑓 is the frequency of
the signal, 𝑑 is the separation between two antennas, 𝑐 is the speed
of light, 𝑁𝑘 is noise, and 𝛼 is the angle of arrival we are trying to
solve. The channels centered at each of the three BLE advertisement
frequencies can now be considered as a virtual antenna array where
the spacing between each virtual antenna is 𝑓 𝑑

𝑓0
, where 𝑓0 is the fre-

quency of one of the channels used as a reference channel. Thus by
combining the channel information across all the three advertising
frequencies we can increase the SNR of our AoA measurements.

4.4 Battery & Power Optimizations
For environmental monitoring applications, the battery life of our
deployable wireless sensor must last for several months to a year
in the field. Simultaneously, the battery itself must also be small
and lightweight so that it can be carried on small drones and live
insects. Conditions like temperature and humidity don’t change too
drastically, allowing power saving by limiting the number of uplink
packets per hour. The size, weight, and application requirements of
the system drive our decision to pick a 1 mAh lithium ion battery.
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Figure 7:ReleaseMechanismResults. (a) Displaced distance and capacitor voltage versus time, (b) displaced distance versus different capacitor,
(c) CDF of release time, and (d) displaced distance versus peak current.

A challenge in achieving year-long operation is that the losses
due to sleep current begin dominating the battery lifetime. The sleep
mode current of our nRF52832 Bluetooth SOC is around 350nA.
On our low-capacity battery, this translates to a battery time of
4 months even without transmitting any Bluetooth packets. To
reduce sleep current, we integrate a TPL5111, a hardware timer
that has an operating current of 35nA. Integrating TPL5111 results
in a 10x reduction in current consumption while sleeping between
transmitted packets. The timer weighs 13.5 mg, which while not
insignificant, is essential to achieve the years-long operation time.

5 RESULTS
The hardware in Fig. 2 is constructed from pieces of 90 um thick
carbon fiber laminate composed of 3 orthogonal layers to increase
strength. The laminate is made by pressing the carbon fiber layers
together in a heat press. We then use a 355 nm diode pumped solid
state laser to cut pieces of carbon fiber frame and assemble them
using cyanoacrylate (CA) glue. The coil is fabricated by wrapping
46 AWG magnet wire around a 1 mm cylindrical support. The inner
support is then removed and the coils are held together using glue.
The circuit is fabricated on a 12.5 um thick sheet of polyimide coated
with a layer of 12.5 um thick copper. The substrate is covered in an
etch resist that is removed with laser and etched in Ferric chloride.

Our ultra-lightweight insect-scale transmitter uses the Nordic
NRF52832 Bluetooth chips.We use a two layer flex PCB consisting of
copper, adhesive, and polyimide layers which includes the coverlay
total 104 um in thickness. The PCB is fabricated and assembled
using standard flex PCB manufacturing techniques. We connect
a chip antenna (Johanson 2450AT14A0100) to the Bluetooth SoC.
However this antenna is designed for a thicker substrate PCB with a
larger ground plane and an additional trace extending from the end.
We instead attach a 41 AWG wire to the end of the chip antenna to
improve its performance. We connect the antenna to a VNA and
trim the wire until it achieves resonance at 2.45 GHz, a length of
around 8 mm. We note that while this thin wire does extend outside
the dimensions of the PCB, it is flexible and does not impede the
motion of small insects or drones.

We compare it to a 3 dBi monopole antenna in an anechoic cham-
ber. We connect each antenna to a USRP transmitting at 2.45 GHz
and measure the received power on a spectrum analyzer placed
3.4 m away. We place the antenna in different orientations and find
that aside from a null along the axis of the feed line, the measured
power is 3-8 dB lower than the reference antenna. The antenna
weighing less than 2 mg. All of the above components are placed
under a microscope and soldered using a hot plate. The weight of
the components in the resulting assembly is detailed in Table 1.

Component Weight (mg)
Microcontroller + antenna + sensor 47
Low power timer 13.5
Release Mechanism 37

Magnet 3.5
Coil 4.5
Frame 13
Capacitor + Switch 16

Battery 68

Table 1: Weight of various components in our system.

5.1 Release and Dropping dynamics
5.1.1 Release mechanism. We first measure the motion of the mag-
net (pin) as it moves.We use a laser distance sensor (Keyence IA-030)
that outputs a voltage proportional to distance at a rate of 3 kHz.
This allows us to measure the precise motion of the magnet as we
apply a pulse of current and determine whether it moves far enough
to release the payload. We begin by connecting a capacitor to a
mechanical single pole dual throw switch with negligible resistance.
The capacitor is first connected to a 3 V DC power supply to charge
it, and upon toggling the switch, it is disconnected from the power
supply and connected to the release mechanism. Fig. 7(a) shows that
the capacitor voltage decreases over time as it supplies power to the
actuator which then moves the magnet. As the magnet approaches
the far end of the release mechanism it reaches the magnetic stop
and remains at the fixed distance of approximately 500 um.

We repeat this measurement using three different capacitors and
show the results in Fig. 7(b). The plots show that a 47 uF capacitor is
unable to move the magnet far enough to release, whereas two dif-
ferent 100 uF capacitors with different equivalent series resistance
(ESR) are able to. We observe that the length of the pulse provided
by a 100 uF capacitor is 3.5 ms. This suggests that the 2.2 ms pulse
provided by the 47 uF capacitor is too short to actuate the magnet.
To understand the current required to achieve actuation, we per-
form the same measurements with increasing series resistance to
determine the peak current required. Fig. 7(c) shows the maximum
distance reached by the magnet indicating that below 2.4 A the
mechanism fails to completely release.

Next, to understand the latency of our mechanism we measure
the amount of time it takes for the magnet to move from one side
to the other. We use the same setup described above to measure the
motion with a 100 uF capacitor 10 times and plot the distribution of
the release time in Fig. 7(d). This shows that the actuator releases
within 7 ms. We note that the actual time it takes the payload to
fall may be slightly higher due to friction as it slides out.

Finally, we evaluate robustness to vibrations that could be en-
countered on aerial platforms. To do this, we attach our mechanism
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(a) (b) (c)
Figure 8: Dynamics of the drop. (a) CDF of time when sensor starts fluttering when dropped from 8m. (b) Average velocity of the sensor over
the final 1 m before impact when dropped from different heights. The terminal velocity is around 5–6 m/s. (c) Angle of displacement caused
by different wind speeds. Fluttering video demonstration: https://youtu.be/qkD5lh4c0e8 .

to an eccentric rotating mass (ERM) vibration motor (Seeed Tech-
nology 1027). Fig. 6 shows the release mechanism secured to a
254 um thick sheet of FR4 which is glued to the vibration motor
held in a pair of tweezers. A test weight of 100 mg is hung from
the release mechanism. The video shows the vibration motor first
powered at 3 V resulting in a rotation speed of 10,000 RPM and
a force of 0.8 N. Next we increase the voltage to 5 V. We observe
that this is outside the rating on the datasheet and causes visibly
stronger vibrations and produces more sound. However, the weight
is still secure to the release mechanism in both cases.

5.1.2 Dropping dynamics. We evaluate aspects of the drop.
• Impact on hardware. We begin by dropping the sensor from
varying heights up to 22 m off of a sixth storey balcony onto a hard
tile surface. At each height, we repeat the release five times. After
dropping the device we place a BLE receiver close to the device to
ensure good SNR and observe no packet errors.
• Fluttering behavior. While performing these experiments we
noticed that above some height the sensor begins to spin about its
center of mass. The structure of the sensor consists of a thin, flexible
PCB with the most dense parts such as the battery and release
mechanism mounted at one end. This is similar to the structure
of certain seeds which have been observed to autorotate as they
fall [49]. We drop the sensor ten times from a height of 8 m and
record its descent using a high speed camera. We analyze the videos
to measure the time of release and the time at which the sensor
begins to rotate and plot a CDF of this distribution in Fig. 8(a).
• Terminal velocity. This spinning behavior, which typically oc-
curs within half a second of release seems to cause increased drag
and reduce the terminal velocity of the sensor. Next we measure
the terminal velocity empirically by dropping the sensor from in-
creasing heights and record its trajectory over the last meter before
impact with a high speed camera. We use the video to determine
the time at which it reaches 1 m and the time of impact which
we use to calculate the velocity over this distance. As shown in
Fig. 8(b), the device reaches around 5 m/s terminal velocity above
a height of 4 m and does not noticeably increase after that. The
results above show that the sensor slows due to spinning, reaches
a terminal velocity, and survives impact.
• Wind effect. We begin by dropping the sensor from a height of
2 m and placing a large box fan 1 m above the ground. We observe
that even when blowing at the max speed of 4.1 m/s the sensor falls
too fast, and has too little surface area to be affected, suggesting
small wind gusts over a small height will have little impact. To
evaluate sustained wind over the descent, we instead hold the

sensor 20 cm in front of the fan when running at different speeds
and measure the landing position. The results, shown in Fig 8(c),
indicate a maximum angle deviation of 25 from the point of release.
This shows the potential for ambiguity in the landing location under
windy conditions. In future work, this could be compensated for
on drone platforms by measuring the wind strength.

5.2 SWaP-constrained wireless link
5.2.1 Benchtop experiments. To evaluate the communication link,
we first perform a benchtop test of packet error rate (PER) with
a controlled attenuation increase to empirically determine our re-
ceiver sensitivity. We first set the transmit power level of NRF52832
Development kit in software and measure the output on a spectrum
analyzer to determine a starting reference level. Next, we place the
transmitter in a shielded metal box to prevent weak radiated sig-
nals from coupling directly to the receiver, and connect its antenna
output through a series of RF attenuators. We record the raw RF
signal on a software radio (USRP E310, National Instruments) and
decode the data. We divide the number of packets received by the
number transmitted to determine PER. Fig. 10(a) shows that our
receiver can operate down to -112 dBm with a 33 kbps data rate.
The dotted line denotes the sensitivity of a SX1276 LoRa chipset
at 37.5 kbps, for comparison. Note however that LoRa operates at
900 MHz which typically has a better signal penetration.

5.2.2 Effect of duty-cycling. Fig. 10(b) shows the projected battery
life of our sensor platform at different transmitted packets per hour.
We acquired this data by measuring the current consumed during
a packet transmission (3.358mA, measured with Fluke 287 Digital
Multimeter) and while sleeping (35nA, measured with a Keithley
Source Measurement Unit). Doubling the rate from 10 to 20 packets
per hour does not halve the battery life. This is because at that
rate the sleep current consumed by our hardware timer (35nA) is
the dominating factor. As we increase the number of packets per
hour, the current consumed by each packet transmission (3.358mA)
begins dominating, further reducing battery life.

5.2.3 Long-range experiments. Our transmitter consists of our small
form factor PCB prototype connected to the lightweight antenna
shown in Fig. 2. We program the device to transmit a packet at
4 dBm every 20 ms. Our receiver consists of the same USRP E310
described above connected to a 6 dBi patch antenna. It is connected
to a 30 dB amplifier while transmitting. We move our transmitter
and receiver to various locations shown in Fig. 11(a). The plot shows
that at 33 kbps our system can operate at ranges up to 0.8-1 km,
significantly increasing the range over the 1 Mbps Bluetooth link.
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(a) (b) (c)
Figure 9: Mobility Experiments. (a) Packet error rate CDF for different flight speeds. (b) Spectrum of a ‘0’ bit transmitted while flying. (b)
Spectrum of a ‘1’ bit transmitted while flying.

Figure 10: Benchtop communication and power experiments.

Figure 11: In-air communication experiments.

The graph also shows that across the whole range the downlink
with the 30 dBm transmissions were decoded at the BLE chipset.
The low PER is because of the lack of other Bluetooth radios in the
field. This demonstrates that our SWaP-constrained link can enable
bi-directional communication for insect-scale sensors that can be
deployed on drones at long distances from the basestation.

5.2.4 Mobility and packet error rate. We also evaluate our wireless
link in flight to empirically determine whether factors such as
Doppler shifts cause performance degradation. To evaluate this, we
attach our payload with the form-factor Bluetooth transmitter and
our lightweight antenna to a DJI Phantom 3 SE drone. We opt to
use this larger drone not because of payload limitations but rather
because the Phantom 3 can record its precise GPS location and
flight speed unlike the smaller drones used before.

We set our transmitter to broadcast packets at a fixed rate and
attached it to the bottom right corner of the drone. We set up a
6 dBi patch antenna angled 15◦ above the horizon and connected
to a USRP N210 which acts as the receiver. We controlled the drone
to lift off approximately 5 m in front of the receiver antenna and
rise to an altitude of roughly 8-10 m. From this point we flew the
drone in a straight line for a distance of approximately 350 m, and
then back along the same path toward the receiver. Fig. 9 shows
the packet error rates when the drone was stationary, as well as
when moving at 3 m/s and 7 m/s which exceeds the speed of our
target insect deployments. The error rate across these conditions
remained below 3%. We note the presence of strong wind during
some of these experiments which moved the drone off course and
potentially contributed to higher variance.

To further confirm that the data was not affected by Doppler
shifts we also examine the frequency of the received signal. Fig. 9
shows the representative spectrum of a ‘0’ and ‘1’ bit from the
recorded data. The plots show that all three speeds have no notice-
able difference in the frequency of each of the bits. Further, upon
closer inspection of the Bluetooth specification we observe that it
is designed to tolerate frequency drift within 50 kHz to account
for the accuracy of commercially available crystal oscillators used
as frequency references for Bluetooth chips [55]. For comparison,
Doppler shift at 7 m/s and 2.4 GHz is less than 100 Hz. As a result,
despite increasing the symbol length, since the frequency separa-
tion between the 0 and 1 bits is orders of magnitude more than the
Doppler shift, it does not noticeably increase the PER.

5.3 Supporting multiple sensors
To evaluate our receiver’s ability to differentiate between multiple
wireless sensors, we set up an experiment with three of our wireless
sensors and a single USRP receiver. All of the transmitters on the
sensors are programmed with identical firmware, and set to send
packets at random intervals between 20-40ms on power-up. The
receiver stores three virtual preambles corresponding to the three
unique preambles from the transmitters. Even though our wireless
sensors are all running the same firmware, they each have unique
preambles due to their randomly assigned Bluetooth addresses.

Next, we turn ON all three sensors so that they begin to send
wireless packets. Each of these sensors use Bluetooth’s inherent
MAC protocol to randomize when they transmit. We record the
transmissions from each of these sensors at approximately three
different SNR values. Upon receiving a packet, the receiver corre-
lates the received packet’s preamble against all three stored virtual
preambles. The virtual preamble that generates the maximum auto-
correlation is used to identify the specific sensor (see §4.2).

Fig. 12 shows the difference in correlation with the three virtual
preambles at three different SNRs (12dB, 6dB, and 2dB). We plot
the normalized correlation values to account to differences as a
function of the signal strength. In the 𝑖𝑡ℎ sub-figure, we correlate
with the virtual preamble corresponding to the 𝑖𝑡ℎ and plot the
results for each of the three sensors at each of the three SNR values
at which they were received. We can visually observe that the large
difference in correlation between the expected sensor and the others.
At 12dB, the difference in normalized correlation is approximately
0.7. These correlations begin to converge toward the center as the
signal quality degrades. However, even at 2dB SNR, the difference
in correlation is above 0.4. This confirms using the built-in MAC
addresses of each Bluetooth chip to identify each sensor node.
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(a) (b) (c)
Figure 12: Normalized cross correlation values. (a) CDF of correlation with the first sensor (tx1). (b) CDF of correlation with the second sensor
(tx2). (c) CDF of correlation with the third sensor (tx3).

Figure 13: Angle of arrival error versus range.
5.4 AoA experiments
We use USRP N200s and X300s to create a four antenna basestation.
All the USRPs on the basestation are synced by an external clock. To
account for the random phase offsets introduced when the USRPs
boot up, we have an additional USRP that transmits a pure sine wave
signal so that all four USRP receivers can calibrate via cables. These
are controlled by four external RF switches. We use our Bluetooth
chip with the small form factor antenna as the transmitter. We
place the basestation at a fixed location and move the wireless
sensor to increasing distances as shown in Fig.13(a). To measure
the ground truth angle we first measure the compass direction
of the antenna array using a smartphone. We then log the GPS
coordinates of the AP as well as the sensor. To minimize the error
introduced by GPS, we use satellite imagery from Google Maps to
choose locations with visible features or landmarks. We compute
the angle and compare it to the ground truth obtained from the GPS
coordinates and plot the results in Fig. 13(b). We show the angular
errors for both three and four antennas. The plot shows that the
average angular error is smaller with four antennas and is around
1.3 degrees when averaged across all locations. AoAwhen combined
with multiple base stations could provide a rough location estimate.

6 USING SMALL DRONES & INSECTS
Drones.We begin by describing the most useful scenario for use
with drones. We attach sensors to a drone which flies to the desired
locations. A command is sent to the drone using its built-in wireless
communication to release a wireless sensor at each location. Thus,
RF localization is not required and the wireless communication on
the sensor in §4.2 does not need to be used until after release.

When attaching our sensors to a drone we seek to minimize the
surface area they occupy to allow a drone to carry the maximum
number of sensors. Hanging vertically, each sensor only occupies
an 4×4.2 mm area. We observe that the smallest commercial drones
measuring 28 mm in width can reliably carry less than 500 mg
limiting their capacity to 2 sensors; however even slightly larger
drones measuring 92 mm can lift 15 g which would be sufficient for
more than 80 sensors. Fig. 1 shows a single sensor suspended from

the bottom of the smallest commercially available drone [4]. A piece
of carbon fiber is glued to the bottom of the drone which slides
into the release mechanism. In the video link from the figure, the
drone is placed on a raised Styrofoam takeoff platform that prevents
the sensor from touching the ground. After takeoff, a Bluetooth
packet triggers the sensor release. The sensor falls to the ground
and received packets are shown on a computer screen.

Insects.While in the future, our technology can be combined
with moth flight control [60], here, we describe two scenarios where
the insect is freely flying. In the first scenario, the insect is tagged
with the sensor(s). The insect flies freely and the sensor is pro-
grammed to wake up and drop after a random duration. After
dropping, the sensor sends out localization broadcasts and then
periodically transmits temperature or humidity sensor data. Con-
sidering social insects such as hornets are known to fly directly to
their nests after capture [30] while others will wander randomly
when introduced to a new environment [63], we can select for a
desired behavior by choosing different insect species. Deploying
a large number of sensors with multiple insects and random drop
times could be used to achieve good coverage, albeit with some
redundancy. Here, communication is only used after the release.

In the second scenario, the sensor is dropped based on a com-
mand from the base station. Here, the insect is first instrumented
with the sensors and released to fly freely. The sensor wakes up
either periodically (say every 10 minutes) or when the insect comes
to a stop and transmits a message. The basestation uses these trans-
missions to localize the insect. If the insect is in a new location, the
base station immediately sends an ACK (see §4.2.5) to release the
sensor. This step can be done either when the insect is stationary or
in flight. The sensor then receives the packet and checks the data
to see if it is the intended recipient. If so, it triggers the dropping
mechanism to drop the sensor. Given the results in §5.2.4, the sensor
can transmit and receive wirelessly while in motion. The Doppler
shift from motion is orders of magnitude smaller than the 50 kHz
frequency drift supported by the Bluetooth radio spec [55]. We can
also use a low-power accelerometer to identify when the insect is
stationary before transmitting and receiving. This is useful if we
would want to release sensors near insect nests; this could help
eradicate invasive species like hornets. Finally, since AoA based
localization accuracies degrade with distance, the precision with
which insects can be used to deploy in specific locations depends
on the localization error. This is unlike the drone use case where
we could deploy our sensors with precision. An alternative ap-
proach is to use recent advancements in low power insect-scale
cameras [23] to more precisely target a drop location. We leave
integrating cameras and airdropping sensors to future work.
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To attach our sensors to live insects, we chooseManduca sexta, a
species of moth that has been used extensively as a model animal for
the study of flight dynamics. These insects have been shown to carry
a payload sufficient to support our sensor [60]. We first place the
moth in a freezer for approximately 5 min to apply cold anesthesia.
Reducing the insect’s body temperature slows its metabolism and
briefly immobilizes it allowing for handling.We then apply a drop of
CA glue to the lower thorax to secure the carbon fiber rod attached
to the release mechanism as seen in Fig. 3. We choose this position
as most prior work has selected this site for payload attachment and
shown it has minimal impact on flight and that the animal cannot
remove it. Additionally, it rests against the insect’s abdomen which
curves down below this point allowing the sensor to fall. Once the
release mechanism is open, the periodic wing strokes cause the
whole insect to vibrate at 25 Hz [43] which guarantees release.

7 RELATEDWORK
Device deployment from large drones. Prior work focuses on
deploying sensors and other objects (e.g., packages, fishing bait [6])
from large industrial drones. To the best of our knowledge, we are
the first to take the approach of creating insect-scale sensors that
can fall and not be affected by their impact due to their small size
and mass. Further, in addition to the long range communication,
we are the first to design a small size, weight and power release
mechanism that can be deployedwith small drones as well as insects.
Here, we describe four prior works that we build on.

Commercial cargo carrying drones like the Amazon drone pack-
age delivery system [2] use grippers to deliver packages. These
are designed to be placed on the ground carefully and not released
in air. Further they require large industrial scale drones, consume
much higher power and have orders of magnitude larger sizes than
our target applications. Commercial electropermanent magnets [7]
are large and are targeted for much larger payloads.

Samara [48, 49] is a large seed-shaped sensor that can be dropped
without damage because of its aerodynamic properties. The sensor
weighs 25 grams, is 12 cm wide and requires a large 2 kg industrial-
scale drone to deploy the sensor. Further, the release mechanism on
the drone is large in size and itself requires an industrial scale drone.
Further it uses a motor, which consumes orders of magnitude more
energy than is achieved by our release mechanism design.

In 2019, NASA demonstrated a release mechanism for gliding
aircraft equipped with sensors [5]. They use the CICADA gliders
from US naval research, which are small controllable aircraft that
glide in the air. These gliders are 15-20 cm in width and weigh
around 65 grams [3]. The release mechanism is a few meters in
length and is designed to be dropped from army helicopters and
industrial size drones. Along similar lines, recent work uses a he-
licarrier that releases a large industrial drone in air, which then
is controlled to land on the ground and dig holes [47]. Our work
is focused on orders of magnitude smaller size, weight and power
requirements and is complementary to these works.

Finally, [31, 45] designs flexible sensors that can be ’worn’ by
plants by mimicking the shape of butterflies and paper wings. Drop-
ping these sensors from drone in the air was not demonstrated. Fur-
ther, the sensor and assembly weigh around 5 grams and require
a release mechanism that uses a servo and a rack and pinion gear

mechanism that is longer than 20 cm. Finally, the sensors have a 5
uA sleep current; in comparison, we achieve 35 nA sleep current.
Data collection using drones and insects. Drones have been
used as a platform to enable mobility and collect data across farms.
[57] uses sensors on a drone to collect water temperature infor-
mation as the drone is flying over a lake. Using drones to collect
data however is limiting since it does not allow for temporal sensor
information in each location as the information gathering duration
is limited by the 5-30 minute operation time of the drone.

Living IoT [24] places a wireless sensor on a living bee that
collects data as it flies over the target area. Our work differs from
Living IoT in three ways: First, our focus is on releasing wireless
sensor from small drones as well as insects. This requires designing
a SWaP release mechanism that can fit on our target platforms.
Second, Living IoT uses backscatter and has an uplink range of less
than a meter; hence it only uploads the collected data once the bee
is back to the hive co-located with the basestation. In contrast, we
design a SWaP programmable communication system that has a
bi-directional communication range of around a kilometer in open
outdoor settings. Third, we design a low-power timer based sensor
system that can achieve sleep currents as low as 35 nA. This allows
the sensor to duty cycle and operate for more than 1.3-2.5 years.

8 DISCUSSION AND CONCLUSION
We present the first system that can airdrop wireless sensors from
small drones and live insects. We take inspiration from insects such
as ants and design insect-scale wireless sensors that achieve a low
terminal velocity and can survive impact. While we believe that
this work is an important milestone in enabling automated wireless
sensor deployment, we outline limitations and future directions.
• Deploying multiple sensors. While we discuss the potential of
deploying multiple sensors from a single aerial platform, our imple-
mentation is limited to a single sensor. Releasing multiple sensors
using a single small drone or insect is an important next step.
• Controlled sensor deployment using insects. Prior designs show
control of insects such as beetles, dragonflies and Locusts [13, 39,
51]. In contrast to this work, we are the first to use insects as a
platform to deploy sensors. A future direction is to control insects
to navigate to specific locations and then release sensors.
• Fully automated deployment.We manually control the drone us-
ing a remote operator. Recent robotics work use deep learning and
better sensors to automate navigation. Integrating sensor deploy-
ment with better navigation can automate our deployment process.
• Picking up dead sensors.Widespread sensor network deployments
can lead to electronics waste once the batteries run through their
capacity. While this paper focuses on deploying these sensors, we
also need techniques to recover our sensors using drones.
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